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**Abstract**

In the paper, the subspace iteration method is used to solve quadratic eigenproblems written for structures with viscoelastic dampers. This allows a certain previously assumed number of eigenvalues and corresponding eigenvectors to be determined. A shear frame with mass lumped on the storey level with built-in dampers is considered. Dampers are modelled with the classical Zener model. Equations of motion are written in the matrix form and include the internal variables resulting from built-in dampers. The subspace iteration method starts from adopting the number of sought solution for the quadratic eigenproblem, then the starting point of the iteration is determined and the iterative procedure is initiated. In each iterative loop the reduced quadratic eigenproblem with Hermitian matrices is solved by rearranging it into a state space form.
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1. **Introduction**

The calculation of eigenvalues and corresponding eigenvectors is a very important issue in many engineering problems. However, knowledge of all eigenvalues is not necessary from an engineering point of view, especially when the problem dimension is very large. In this case, finding the solution to eigenproblem would be time-consuming or sometimes even impossible, and it would be appropriate to reduce the dimension of the considered task. In the case of a linear eigenproblem, to reduce its dimension, the Lanczos method [1], the Arnoldi method [2] or the subspace iteration method [3] can be used.

The subspace iteration method is applied in this paper. This method can be treated as a combination of the vector iteration method and the Rayleigh-Ritz method. It is extensively described for linear eigenproblems, but its application to nonlinear eigenproblems is included in few papers. In [4], the subspace iteration method is used for complex problems and in [5] for quadratic eigenproblems.

In this paper, the solution presented in [5] is extended to eigenproblems formulated for systems with damping elements described using rheological models. The internal variables are included in the description and are associated with the model used for the damping elements. This work is continuation of an earlier one [6] co-authored by prof. Lewandowski, in which the subspace iteration method was used to solve eigenproblems for frames with dampers, but internal variables were not included.

This paper considers a shear frame with viscoelastic dampers. The formulation of the eigenproblem for such a structure is presented in Section 2. The application of the subspace iteration method for solving quadratic eigenproblems is described in Section 3. A numerical example is calculated in Section 4 and the paper ends with conclusions in Section 5.
2. Equation of motion for frames with dampers

The equation of motion for a structure with dampers with \( n \) degrees of freedom is written in the following form:

\[
M_s \ddot{q}_s(t) + C_s \dot{q}_s(t) + K_s q_s(t) = p_s(t) + f_s(t),
\]

where \( M_s \), \( C_s \) and \( K_s \) denote the mass matrix, damping matrix and stiffness matrix, respectively. \( q_s(t) \) is the global vector of displacements, \( p_s(t) \) is the vector of excitation forces and \( f_s(t) \) is the vector of the interaction between the structure and dampers (Fig. 1).

![Figure 1. Frame with dampers](image)

In this paper, the Zener model of damper is used (Fig. 2) with stiffnesses \( k_0 \) and \( k_1 \) and damping coefficient \( c_1 \). Using the notion of internal variables, the behaviour of the considered model of damper can be described as follows:

\[
\begin{align*}
    u_{0}(t) &= k_0 \left( q_{i+1}(t) - q_i(t) \right), \\
    u_{sp}(t) &= k_1 \left( q_{i}(t) - q_i(t) \right), \\
    u_{d}(t) &= c_1 \left( \dot{q}_{i+1}(t) - \dot{q}_i(t) \right),
\end{align*}
\]

where \( u_{0}(t) \) denotes the force in the spring with stiffness \( k_0 \), \( u_{sp}(t) \) and \( u_{d}(t) \) denote the force in the spring with stiffness \( k_1 \) and the force in dashpot element, respectively. The equation of motion (1), as presented in [7], could be written in the following form:

\[
M_s \ddot{q}_s(t) + C_{ss} \dot{q}_s(t) + C_{sd} \dot{q}_d(t) + K_{ss} q_s(t) + K_{sd} q_d(t) = p_s(t),
\]

\[
C_{dd} \ddot{q}_d(t) + C_{sd} \dot{q}_d(t) + K_{sd} q_s(t) + K_{dd} q_d(t) = 0,
\]

where \( q_s(t) \) and \( q_d(t) \) are the global vector of nodal displacements of structure and the global vector of internal variables, respectively. \( M_s \), \( C_{ss} \) and \( K_{ss} \) are mass, damping and stiffness matrices with dimension \( n \times n \) related to the structure supplemented with elements associated with dampers. Matrices \( C_{sd} \) and \( K_{dd} \) with dimension \( r \times r \) describe damping properties and the stiffness of dampers (\( r \) – number of internal
variables that are necessary to describe built-in viscoelastic dampers). Matrices $C_{sd}$ and $K_{sd}$ with dimension $n \times r$ illustrate the effects of the coupling of structure and dampers ($C_{sd}^T = C_{sd}$, $K_{sd}^T = K_{sd}$). The method describing the building of matrices occurring in equations of motion is presented in detail in [7].

![Figure 2. Zener model of damper](image)

After applying the Laplace transformation with zero initial conditions and for $p_s(t) = 0$, equations of motion can be written as follows:

\[
\left(s^2M_{ss} + sC_{ss} + K_{ss}\right)\ddot{q}_s(s) + \left(sC_{sd} + K_{sd}\right)\ddot{q}_d(s) = 0,
\]

where $\ddot{q}_s(s) = \mathcal{L}\{q_s(t)\}$, $\ddot{q}_d(s) = \mathcal{L}\{q_d(t)\}$ and $s$ is the Laplace variable. For further analysis, it is more convenient to write equations (4) in the following form:

\[
\left(s^2M + sC + K\right)\ddot{q}(s) = 0,
\]

where

\[
M = \begin{bmatrix} M_{ss} & 0 \\ 0 & 0 \end{bmatrix}, \quad C = \begin{bmatrix} C_{ss} & C_{sd} \\ C_{ds} & C_{dd} \end{bmatrix}, \quad K = \begin{bmatrix} K_{ss} & K_{sd} \\ K_{ds} & K_{dd} \end{bmatrix}, \quad \ddot{q}(s) = \begin{bmatrix} \ddot{q}_s(s) \\ \ddot{q}_d(s) \end{bmatrix}.
\]

Eigenproblem (5) has $2n + r$ number of solutions ($2n$ conjugate complex eigenvalues and eigenvectors and $r$ real eigenvalues and eigenvectors [8]).

3. Application of the subspace iteration method to solve eigenproblems for frames with dampers

Equation (5) is rewritten to include all solutions:

\[
MQA^2 + CQA + KQ = 0,
\]

where $Q = [q_1, q_2, ..., q_{2n}, q_{2n+1}, ..., q_{2n+r}]$, $A = \text{diag}(s_1, s_2, ..., s_{2n}, ..., s_{2n+r})$.

The subspace iteration method starts with the assumptions of $m$ solutions to be determined. In formula (6), matrices $Q$ and $A$ take the following form: $Q = [q_1, q_2, ..., q_m]$ and $A = \text{diag}(s_1, s_2, ..., s_m)$. The next step is to determine the zero point of iteration as the solution to the linear eigenproblem:

\[
\left(s^2M_{ss} + K_{ss}\right)\ddot{q}_s(s) + K_{sd}\ddot{q}_d(s) = 0, \quad (7a)
\]

\[
\ddot{q}_d(s) + K_{dd}\ddot{q}_d(s) = 0. \quad (7b)
\]
Equation (7b) is used for static reduction:
\[ \tilde{q}_d(s) = -K_{dd}^{-1}K_{ds}q_s(s). \] (8)

Substituting (8) into (7a) leads to:
\[ (\tilde{K}_s - \omega^2 M_s) \tilde{q}_s(s) = 0, \] (9)
where \( \tilde{K}_d = K_s - K_{dd}K_{ds}'K_{dd}. \) The solution of eigenproblem (9) is natural frequencies \( \omega \) and corresponding eigenvectors \( \tilde{q}_s(s) \) (for \( i = 1,..,n \)). Next, the vectors of internal variables \( q_d(s) \) are calculated using formula (8) and vector \( \tilde{q}_d(s) \) is written in the following form:
\[ \tilde{q}_d(s) = \begin{bmatrix} q_{sd}(s) \\ q_{dd}(s) \end{bmatrix}. \] (10)

The zero point of iteration is assumed as \( \omega_i(0) = i\omega \) and \( \tilde{q}_i(0) = \tilde{q}_i(s) \). Two matrices are formed:
\[ A_0 = \text{diag}(i\omega_1, i\omega_2, ..., i\omega_m) \quad X_0 = \begin{bmatrix} q_{1(0)} & q_{2(0)} & ... & q_{m(0)} \end{bmatrix}. \] (11)

The iterative loop \( j \) starts with the calculation of the set of equations:
\[ K\tilde{X}_j = P^{(j-1)}, \] (12)
where \( P^{(j-1)} = -MX_{j-1}A_{j-1}^2 - CX_{j-1}A_{j-1}. \) The solution is complex matrix \( \tilde{X}_j \) that can be written as follows:
\[ \tilde{X}_j = \begin{bmatrix} \tilde{X}_s(j) \\ \tilde{X}_d(j) \end{bmatrix} = \begin{bmatrix} \tilde{x}_s(j) & \tilde{x}_2(j) & ... & \tilde{x}_{sm}(j) \\ \tilde{x}_d(j) & \tilde{x}_2(j) & ... & \tilde{x}_{dm}(j) \end{bmatrix}. \] (13)

It is assumed that the new approximation of eigenvectors for eigenproblem (5) is as follows:
\[ \tilde{q}_i^{(j)} = \tilde{X}_j \tilde{x}_i^{(j)}, \] (14)
where \( \tilde{x}_i^{(j)} \) is understood as an unknown Ritz coordinate vector. After substituting (14) into (5) and pre-multiplying by \( \tilde{X}_j^H \) (\( \tilde{X}_j^H \) is complex conjugate of matrix \( \tilde{X}_j \)), the following formula is obtained:
\[ \tilde{X}_j^H \left( s^{(j-1)} M + s^{(j-1)} C + K \right) \tilde{X}_j \tilde{x}_i^{(j)} = 0, \] (15)

Equation (15) is a reduced Hermitian eigenproblem with dimension \( m \times m \) that can be written in the following form:
\[ \left( s^{(j)} M_j + s^{(j)} C_j + \tilde{K}_j \right) \tilde{z}_i^{(j)} = 0, \] (16)
where
\[ M_j = \tilde{X}_j^H M \tilde{X}_j \]
\[ \tilde{C}_j = \tilde{X}_x^{(j)H} C_{xx} \tilde{X}_x^{(j)} + \tilde{X}_d^{(j)H} C_{dd} \tilde{X}_d^{(j)} + \tilde{X}_s^{(j)H} C_{sd} \tilde{X}_d^{(j)} + \tilde{X}_d^{(j)H} C_{dd} \tilde{X}_d^{(j)} \]

\[ \tilde{K}_j = \tilde{X}_x^{(j)H} K_{ss} \tilde{X}_s^{(j)} + \tilde{X}_d^{(j)H} K_{dd} \tilde{X}_d^{(j)} + \tilde{X}_s^{(j)H} K_{sd} \tilde{X}_d^{(j)} + \tilde{X}_d^{(j)H} K_{dd} \tilde{X}_d^{(j)} . \]

\( \tilde{M}_j, \tilde{\mathbf{C}}_j \) and \( \tilde{\mathbf{K}}_j \) are Hermitian matrices. In order to solve quadratic eigenproblem (16), a state vector is introduced \( \mathbf{v} = \text{col}(\mathbf{z}, \mathbf{s}) \) and an additional equation is added \( s\tilde{M}\mathbf{z} - \mathbf{s}\tilde{M}\mathbf{z} = \mathbf{0} \). In this way, quadratic eigenproblem (16) is reduced to a linear eigenproblem in the following form:

\[ (\mathbf{A} - s\mathbf{B}) \mathbf{v} = \mathbf{0}, \quad (17) \]

where

\[ \mathbf{A} = \begin{bmatrix} -\tilde{\mathbf{K}} & 0 \\ 0 & -\tilde{\mathbf{M}} \end{bmatrix} \quad \text{and} \quad \mathbf{B} = \begin{bmatrix} \tilde{\mathbf{C}} & \tilde{\mathbf{M}} \\ \tilde{\mathbf{M}} & 0 \end{bmatrix} . \]

The solution to eigenproblem (17) is \( 2m \) conjugate complex eigenvalues \( s_i^{(j)} \) and corresponding eigenvectors:

\[ \mathbf{v}_i^{(j)} = \begin{bmatrix} \mathbf{z}_i^{(j)} \\ s\mathbf{z}_i^{(j)} \end{bmatrix} . \quad (18) \]

Only those modes are taken to the next iterative loop whose eigenvalues have a positive imaginary part. Eigenvectors \( \mathbf{v}_i^{(j)} \) are normalized according to the condition proposed in [5]:

\[ \mathbf{v}^T \begin{bmatrix} -\tilde{\mathbf{K}} & 0 \\ 0 & -\tilde{\mathbf{M}} \end{bmatrix} \mathbf{v} = 2A^2 , \quad (19) \]

where \( \tilde{\mathbf{K}} = \tilde{\mathbf{X}}_j^T \tilde{\mathbf{K}} \tilde{\mathbf{X}}_j , \tilde{\mathbf{M}} = \tilde{\mathbf{X}}_j^T \tilde{\mathbf{M}} \tilde{\mathbf{X}}_j \). The matrix \( \mathbf{Z}^{(j)} \) can be written in the following form
\[ \mathbf{Z}^{(j)} = \begin{bmatrix} \mathbf{z}_1^{(j)} & \mathbf{z}_2^{(j)} & \ldots & \mathbf{z}_m^{(j)} \end{bmatrix} . \]

Linear eigenproblem (17) with Hermitian matrices is solved using the QZ algorithm implemented in MATLAB.

Eigenvalues \( s_i^{(j)} \) are the approximation of the solution to eigenproblem (5) and create the following matrix:

\[ \mathbf{A}_j = \text{diag}(s_1^{(j)}, s_2^{(j)}, \ldots, s_m^{(j)}) . \quad (20) \]

The new approximation of eigenvectors can be computed as follows:

\[ \mathbf{X}_j^{(j)} = \tilde{\mathbf{X}}_j \mathbf{Z}^{(j)} , \quad (21) \]

where

\[ \mathbf{X}_j^{(j)} = \begin{bmatrix} \tilde{\mathbf{X}}_x^{(j)} \\ \tilde{\mathbf{X}}_d^{(j)} \end{bmatrix} = \begin{bmatrix} \tilde{\mathbf{q}}_1^{(j)} & \tilde{\mathbf{q}}_2^{(j)} & \ldots & \tilde{\mathbf{q}}_m^{(j)} \\ \tilde{\mathbf{q}}_d_1^{(j)} & \tilde{\mathbf{q}}_d_2^{(j)} & \ldots & \tilde{\mathbf{q}}_{dn}^{(j)} \end{bmatrix} . \]
The iteration process is completed when the following conditions are fulfilled:

\[ |s_i^{(j)} - s_i^{(j-1)}| \leq \varepsilon_1 \|s_i^{(j)}\|, \quad |q_i^{(j)} - q_i^{(j-1)}| \leq \varepsilon_2 \|q_i^{(j)}\|, \quad \text{for } i = 1, 2, ..., m. \]  

(22)

In order to check the correctness of the obtained solutions, the following condition is calculated:

\[ \|r_{1,i}\| \leq \varepsilon_3 \|r_{2,i}\|, \quad \text{for } i = 1, 2, ..., m, \]  

(23)

where

\[ r_{1,i} = (s_i^2 M + s_i C + K)\bar{q}_i, \quad r_{2,i} = K\bar{q}_i, \]

\(\varepsilon_1, \varepsilon_2\) and \(\varepsilon_3\) are the assumed accuracies of calculation.

4. Numerical example

In order to check the correctness of the presented method, a fifteen-storey frame with built-in viscoelastic dampers is investigated. The stiffness of storeys varies in the following sequence: \(k_1 = k_2 = k_3 = 10000 \text{ kN/m} \), \(k_4 = k_5 = k_6 = k_7 = 8000 \text{ kN/m} \), \(k_8 = k_9 = k_{10} = k_{11} = 7000 \text{ kN/m} \), \(k_{12} = k_{13} = k_{14} = k_{15} = 5000 \text{ kN/m} \). Mass is the same on each floor \(m = 42000 \text{ kg}\). There are nine dampers, on floors: 3, 4, 5, 8, 9, 10, 13, 14 and 15. Dampers are modelled by the Zener model with the following parameters: \(k_0 = 300000 \text{ N/m} \), \(\zeta_1 = 30000 \text{ Ns/m} \) and \(k_7 = 500000 \text{ N/m} \). The first three natural frequencies for frame with dampers are as follows: \(\omega_1 = 1.73 \text{ rad/s} \), \(\omega_2 = 3.97 \text{ rad/s} \), \(\omega_3 = 6.52 \text{ rad/s} \). Damping in the structure is neglected. The analysis is carried out for two different values of \(m\): 2 and 6. In both cases the obtained results are very close to the exact solution. Results are presented in Tables 1-3. These tables first present the comparison of eigenvalues obtained using the subspace iteration method with the exact solutions and values of \(\tilde{\varepsilon}_{3,i}\) (Table 1). Secondy, the tables show the comparison of eigenvalues, values of \(\tilde{\varepsilon}_{3,j}\) (Table 2) and comparison of two selected eigenvectors (Table 3). Calculations are carried out for assumed accuracies: \(\varepsilon_1 = 10^{-4}\) and \(\varepsilon_2 = 10^{-4}\) for eigenvalues and eigenvectors, respectively. The actual value of \(\tilde{\varepsilon}_{3,j}\) (resulting from condition (23) for the \(i\)-th mode) testifies to the correctness of the obtained solutions. It increases for successive eigenvalues, but still takes a very small value.

Table 1. Results of eigenvalues for \(m = 2\), number of iterations: 4

<table>
<thead>
<tr>
<th>mode</th>
<th>Exact solution</th>
<th>Subspace iteration method</th>
<th>(\tilde{\varepsilon}_{3,i})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.0021+1.4279i</td>
<td>-0.0021+1.4279i</td>
<td>1.4·10^{-6}</td>
</tr>
<tr>
<td>2</td>
<td>-0.0173+3.9653i</td>
<td>-0.0173+3.9652i</td>
<td>7.8·10^{-5}</td>
</tr>
</tbody>
</table>
The results of an extensive calculation indicate that the number of eigenvalues that can be determined depends on the damping level. In the case of a higher damping for a larger number of $m$, the method is not convergent. However, for the examples under consideration, $m$ represents at least 30% of all degrees of freedom associated with the structure, so in many cases this number will be sufficient for further dynamic analysis.
5. Conclusions

In this paper the subspace iteration method was used to solve eigenproblems formulated for structures with viscoelastic dampers. The classical Zener model was used to describe the dampers, which included internal variables. The numerical example showed that it is possible to determine only a specific number of eigenvalues and corresponding eigenvectors with good approximation. The subspace iteration method required the reduced quadratic Hermitian eigenproblem occurring in each iterative loop to be solved. It was solved using the state space model. An element of novelty was obtaining solutions using the subspace iteration method for systems whose description included internal variables.

The number of eigenvalues and corresponding eigenvectors that can be determined depends on the damping level.

The discussed example showed that the subspace iteration method can be used to analyse the presented structures. Work will continue for systems in which the damping elements are described using fractional derivatives. Studies on improving the convergence of this method are also planned.
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