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Abstract Automatic assessment of voice disorders is one of the most important applications of speech 
signal analysis. Various algorithms utilizing both sustained vowels and continuous speech have been 
successfully used to perform detection of many voice pathologies, e.g. dysphonia, laryngitis, and vocal folds 
paralysis. However, algorithms described in literature used for classification of Reinke’s edema – one of the 
most severe smoking-induced voice conditions – are scarce and rely mostly on speech signals containing 
sustained vowels. In this paper, a method incorporating gammatone frequency cepstral coefficients (GFCC) 
based x-vectors extracted from continuous speech is presented. The extracted x-vectors are used to train a 
SGD classifier performing Reinke’s edema detection. For validation folds, the proposed method yielded AUC 
ROC, accuracy, recall, and specificity of 0.96 (±0.03), 0.94 (±0.02), 0.92 (±0.03), and 0.94 (±0.02), 
respectively. For testing set, the method yielded AUC ROC, accuracy, recall, and specificity of 0.98, 0.89, 0.88, 
and 0.89, respectively. 
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1. Introduction 

Voice pathology detection is one of the most crucial applications of machine learning methods in medical 
acoustics. Recent epidemiological situation caused increasing need for telemedicine technologies and 
solutions helping healthcare workers with diagnosing patients remotely. In case of laryngeal pathologies 
such a solution may be based on automatic speech signal analysis and classification. 

Many attempts have been made to classify speech signals into two categories: being uttered by healthy 
person or person suffering from laryngeal pathology. Most of the studies did not focus on any specific 
disease and presented methods capable of differentiating healthy and sick people. Hemmerling et al. 
presented method based on random forest classifier and sustained vowel /a/ obtaining classification 
accuracy rate as high as 100% [1]. Vasilakis and Stylianou [2] performed classification based on short-term 
jitter extracted from continuous speech and yielded area under ROC curve of 0.88. Cordeiro et al. [3] 
proposed a classifier used for detection of vocal fold edema and unilateral vocal folds paralysis based on 
12-dimensional mel-frequency cepstral coefficients (MFCC) and Gaussian Mixture Models (GMM) obtaining 
the accuracy rate of 74%. All these studies used German or English speech corpora. It is worth noting, 
however, that some studies incorporated speech corpora containing utterances in other languages are also 
available, e.g. Wszołek et al. [4] proposed a method based on Self-Organizing Maps (SOM) incorporating 
Polish speech samples uttered by healthy children and children suffering from palatoschisis (a cleft palate). 
Another example of Polish speech corpus usage is work presented by Engel et al. [5], in which method of 
pathological speech assessment based on zero-crossing rate (ZCR), mel-frequency cepstral coefficients 
(MFCC), and short-time Fourier transform features extracted from Polish speech is proposed. 

Some of the abovementioned studies used speech corpora, in which speech of patients diagnosed with 
Reinke’s edema – a voice condition occurring in smokers – were present, e.g. [1, 4]. However, only one study 
focusing specifically on Reinke’s edema detection can be found in literature. Madruga et al. [6] presented 
method based on acoustic features, e.g. ZCR, shimmer, jitter, and MFCC extracted from recordings of 
sustained vowel /a/ included in Massachusetts Eye and Ear Infirmary (MEEI) Voice Disorders Database [7] 
and in unshared database created by the authors. The authors reported classification accuracy exceeding 
90% for MEEI dataset and almost 90% for self-created dataset. 

The main objective of this study is to assess applicability of x-vectors – fixed-length speaker embeddings 
used usually for speaker recognition – to Reinke’s edema detection based on continuous speech. The main 
advantage of x-vectors in comparison to other frequently used acoustic features, e.g formant frequencies, 
jitter, and shimmer is their repeatability – according to Stegmann et al. [8], repeatability of these acoustic 
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features is poor, and their usage may therefore lead to obtaining misleading classification results. Moreover, 
x-vectors have been proven to be suitable for application in diagnosing both voice pathologies [9], and other 
diseases, e.g. Parkinson’s disease [10, 11]. 

The rest of this paper is organized as follows. In section 2 the speech corpus used in this study, data pre-
processing, feature extraction and models' training are presented. In section 3 obtained results are reported 
and discussed. In section 4 the work is concluded, and future perspectives are discussed. 

2. Proposed method 

2.1. Saarbruecken Voice Database 

The dataset used in this study is the Saarbruecken Voice Database [12] – a German speech corpus containing 
speech samples from healthy people and patients suffering from various otholaryngeal pathologies. The 
corpus consists of recordings of the phrase ‘Guten Morgen, wie geht es Ihnen?’ and sustained vowels /a/, /i/, 
and /u/. Since the objective of this study is to investigate methods of Reinke’s edema detection based on 
continuous speech, only the recordings of the phrase uttered by patients diagnosed with this disease and 
healthy people were used. 

Recordings selected for further analysis were divided into two stratified sets: training set consisting of 
80% of available audio files, and testing set consisting of remaining 20% of the files. The details on the 
datasets are listed in Tab. 1. 

Table 1. Details of the two subsets of the speech corpus used for models' training and evaluation: training 
set and testing set. 

 Number of utterances 
Set Healthy Sick 

Training 507 31 
Testing 127 8 

2.2. Data pre-processing and feature extraction 

The audio files containing continuous speech of healthy people and patients diagnosed with Reinke’s edema 
were pre-processed and used for 30-dimensional gammatone frequency cepstral coefficients (GFCC) 
extraction (Fig. 1) following the recipe described in author’s previous work – for details, see [9]. The GFCC 
features were then fed to x-vectors extractor based on time-delay neural network (TDNN) architecture 
provided by Kumar et al. (Fig. 2) [13]. However, the loss function used during neural network’s training was 
changed from softmax function used in [9, 13] to additive angular margin loss (Eq. 1) introduced by Deng et 
al. [14], leading to enhancement of intra-class variance and inter-class similarity. The x-vectors extractor 
was trained on VoxCeleb 2 dataset [15], following the recipe described in [9]. 

a) 

 

b) 

 
Figure 1. Sample GFCC features extracted from phrase ‘Guten Morgen, wie geht es Ihnen?’ uttered by 

a) healthy person, b) person diagnosed with Reinke’s edema. 
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where yi denotes true label of i-th sample, f(xi) stands for model’s prediction based on feature xi, θj denotes 
the angle between the j-th column of the weights’ matrix and feature xi, m stands for margin penalty between 
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xi and the j-th column of the weights’ matrix, and s denotes a radius of the hypersphere, on which the learned 
speaker embedding features are distributed. 

 
Figure 2. Overview of architecture of neural network used for x-vectors extraction (based on [13]).   
F(N, D, K) denotes time-delay layer, where N stands for output embedding dimension, D stands for 

dilatation, and K stands for context width used during calculation of layer activations. fc1 and fc2 are fully 
connected layers, from which the x-vectors can be extracted. 

2.3. Models training 

Four linear models fitted by minimizing a regularized empirical loss with stochastic gradient descent (SGD) 
algorithm implemented in Python’s scikit-learn library [16] were trained on x-vectors described above 
using a 5-fold cross-validation. Each model used different loss function, namely: 

• epsilon-insensitive loss: 
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• squared epsilon-insensitive loss: 

𝐿𝐿�𝑦𝑦𝑖𝑖 , 𝑓𝑓(𝑥𝑥𝑖𝑖)� = max �0, 1
2
�𝑦𝑦𝑖𝑖 − 𝑓𝑓(𝑥𝑥𝑖𝑖)�

2 − 𝜀𝜀�, 

 

(5) 

where yi denotes true label of i-th sample, f(xi) stands for model’s prediction based on feature xi, and ε stands 
for the threshold used during model’s validation – if model’s prediction differs from true label by less than 
ε, the difference between them is ignored [16]. 

Moreover, feature dimensionality reduction technique called truncated singular value decomposition 
(tSVD) [17] was applied to the feature matrix to reduce model’s overfitting and training time. Number of 
components used during model’s training and model’s hyperparameters were optimized using Optuna 
framework [18]. 

3. Experimental results 

Classification models are usually evaluated using accuracy, recall, precision, and F1 score, as they are 
considered to reliably assess model’s performance. However, some of these metrics are not easily 
understandable to people not specializing in machine learning algorithms. Since presented study regards 
application of SGD classifier to classification of medical data, metrics recommended for presenting 
classification results to clinicians should be provided instead [19]. Based on recommendation of Sidey-
Gibbons [20], recall (also known as sensitivity, Eq. 6), specificity (Eq. 7), accuracy (Eq. 8), and area under a 
ROC curve (Eq. 11) were chosen to evaluate proposed models' performance [21, 22]: 

 

Recall = TP
TP+FN

,  
(6) 

Specificity = TN
TN+FP

,  
(7) 

Accuracy = TP+TN
TP+TN+FP+FN

, (8) 

FPR = FP
FP+TN

, (9) 

ROC(⋅) = {FPR(𝑐𝑐),  Recall(𝑐𝑐),  𝑐𝑐 ∈ (−∞, +∞)} = ��𝑡𝑡, ROC(𝑡𝑡)�, 𝑡𝑡 ∈ (0,1)�, (10) 

𝐀𝐀UC ROC = ∫ ROC(𝑡𝑡)𝑑𝑑𝑡𝑡1
0 , (11) 

where TN denotes true negative, TP denotes true positive, FN denotes false negative, FP denotes false 
positive, ROC stands for receiver operating characteristic curve constructed as a plot of recall versus false 
positive rate (FPR). The ROC function maps t to recall(c), and c stands for the cut-off value corresponding 
to FPR(c) = t. The area under a ROC curve (AUC ROC) can be interpreted as the probability that the binary 
classifier will yield a higher value for a randomly chosen positive instance than for a randomly chosen 
negative instance [21]. 

The AUC ROC scores obtained by the trained models are listed in Tab. 2. The model with the highest 
score was chosen for further evaluation by abovementioned binary metrics, i.e. accuracy, recall, and 
specificity. However, it is worth noting, that the differences between models’ performance were minor: the 
best model, i.e. model using Huber loss function, yielded AUC ROC of 0.98, while the worst model, i.e. model 
trained with epsilon-insensitive loss function, yielded AUC ROC of 0.95. It can be therefore assumed, that 
loss function influence on the model’s performance is not significant in this particular case. 

The best model yielded promising results – as can be seen in Tab. 3, all the performance metrics exceed 
0.9 for validation folds. What is more, the standard deviation of performance metrics values obtained for 
validation folds are small and do not exceed 0.02, which implies model’s stability. The model performed 
slightly worse on the testing set – in this case the metrics reached values ranging from 0.88 to 0.89. 
Nevertheless, the small difference between AUC ROC obtained for testing set and validation folds proves 
model’s good generalization ability. 
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Table 2. AUC ROC scores yielded for testing set by evaluated SGD models.  
The best results obtained by evaluated models are boldface. 

Loss function AUC ROC 
 Epsilon-insensitive (Eq. 1) 0.95 

Huber (Eq. 2) 0.98 
Squared (Eq. 3) 0.97 

Squared epsilon-insensitive (Eq. 4) 0.96 

Table 3. Classification performance metrics obtained for validation folds and testing set by proposed SGD 
model. The standard deviation of each metric yielded for validation folds is reported in the brackets. 

Metric Validation folds Testing set 
Accuracy 0.94 (± 0.02) 0.89 

Recall 0.92 (± 0.03) 0.88 
Specificity 0.94 (± 0.02) 0.89 
AUC ROC 0.96 (± 0.03) 0.98 

Unfortunately, it is not possible to directly compare the results presented in this study with results 
provided in the literature. There is only one paper regarding Reinke’s edema detection available and the 
method presented in it is based on sustained vowel /a/ and incorporates different speech corpus [6]. 
Moreover, Madruga et al. provided only the results obtained during the cross-validation process, while in 
this study the results obtained for testing set are also presented. According to Rao et al. [23] and Tabe-
Bordbar et al. [24], using both cross-validation approach and isolated testing set allows better 
understanding of model’s generalization abilities and is the recommended approach to classification results 
analysis. Using only n-folds cross-validation may provide misleading results and lead to overestimation of 
model’s performance. 

4. Conclusions  

In this study a method of automatic Reinke’s edema detection based on x-vectors extracted from continuous 
speech is presented. The method incorporates a linear classifier optimized by stochastic gradient descent 
(SGD) algorithm. The x-vectors – speaker embeddings suitable for classification of speech signals differing 
in length and content – were based on 30-dimensional GFCC features extracted from German speech 
samples contained in Saarbruecken Voice Database. Four loss functions were used during model’s training 
and optimization, namely Huber loss, squared loss, epsilon-insensitive loss, and squared epsilon-insensitive 
loss, leading to comparable models’ performance – all models yielded AUC ROC scores in range of 0.95-0.98, 
the highest being obtained by classifier with Huber loss. The results obtained by the best model are 
promising – mean accuracy of 0.94, mean recall of 0.92, and mean specificity of 0.94 on validation folds and 
accuracy of 0.89, recall of 0.88, and specificity of 0.89 on the testing set were yielded. These values are 
comparable with values presented in literature - Madruga et al. Reported reaching accuracy of 
approximately 0.98 for Massachusetts Eye and Ear Infirmary Database (MEEI) [7] and approximately 0.88 
for self-created database. It is worth noting, however, that in both studies assessment of model’s 
performance was carried out using different approaches – while Madruga et al. presented only mean 
accuracies yielded for validation folds, model proposed in this study was assessed using both values 
obtained for validation folds and for isolated testing set, the latter being considered to be of higher 
importance. 

Even though the results presented in this study are satisfactory, it is worth noting that the dataset used 
is small and further analysis using more data, e.g. MEEI dataset, should be performed to assess their 
significance. Additional analyses, e.g. carried out in gender-dependant scenario, could also provide a 
valuable insight into Reinke’s edema detection problem. 
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