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Abstract: Multilayered metallic structures, such as adhesively bonded aluminum plates, are increasingly 
used as construction elements for their reduced weight and strong mechanical properties. However, non-
destructive inspection of these components is challenging due to multiple reflections and mode conversions 
in traditional ultrasonic scans. Laser ultrasound (LU), a fully optical, non-contact technique, offers fast and 
efficient inspection with high-resolution performance. LU generates a broad range of frequencies, and shear 
modes can be efficiently produced in the thermoelastic regime using low laser energies. This paper analyses 
the resolution of a laser-generated shear wave technique for inspecting adhesively bonded aluminum 
plates. Multiphysics finite-difference simulations are performed on a two-layer aluminum plate model 
bonded with an epoxy film, incorporating a defect simulating delamination. Various defect depths are 
examined to evaluate the technique’s resolution, and the simulation results are validated through 
experiments on a structure composed of three aluminum plates bonded with an epoxy film. 
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1. Introduction 

Adhesively bonded metals are increasingly used in many modern industries including automotive and 
aerospace. These are high-strength structures with reduced weight. The increased strength is obtained due 
to adhesive bonding which provides stress distribution over the entire bonding area [1]. Despite numerous 
advantages, this type of bond is often affected by many particular defects such as disbonds, delaminations 
and porosity. 

One of the methods used for adhesive layer testing is X-Ray radiography. Although this technique can 
detect voids and porosity in the adhesive layer [2], it is insensitive to non-volumetric defects, such as 
disbonds and delaminations. It also requires double-side access to material under test. Conventional 
ultrasounds is an alternative [1, 2] which however requires the use of coupling agents and thus cannot be 
classified as non-contact technique.  

This limitation can be addressed using electromagnetic acoustic transducers (EMATs), a commonly used 
method for non-destructive testing of metallic structures. EMATs have been successfully applied to generate 
shear waves in metals [3], as well as for weld inspection using shear horizontal waves [4]. Nevertheless, 
EMAT probes are typically designed to operate with minimal lift-off, usually remaining within 1 mm of the 
surface. Moreover, their effectiveness in producing high-resolution B-mode images is limited. This is 
primarily due to two factors: their narrow bandwidth and their relatively large size, both of which constrain 
the precision and clarity of the resulting images [4]. 

In contrast, laser ultrasound (LU) can generate ultra-wideband ultrasound signals, not achievable with 
any other techniques, in totally non-contact and all-optical approach [1, 5]. Its undeniable advantage over 
EMATs is the ability to perform inspections from considerably larger distances. LU has shown great 
potential in high-resolution imaging of carbon-reinforced composites [6-8] using longitudinal waves. For 
metallic structures, however, the excitation of elastic waves in the normal direction is inefficient [9, 10] In 
recent years, the zero-group velocity Lamb modes were proposed as an alternative to classical bulk waves 
for nondestructive testing of plate structures [11]. 

Our approach presented in [12] involves using laser-generated shear waves to inspect adhesive bonds 
in metallic structures. The generated waves propagate at an oblique angle in the structure under test and 
are scattered at each discontinuity appearing along their path. Therefore, the optimal source-detector 
distance was found to maximize the amplitude of shear waves reflected from a given depth and detected at the 
sample surface. 
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In this paper, we investigate the resolution of the method presented in [12] with the experiment 
performed on a sample consisting of three epoxy-bonded aluminum plates, with an artificial defect created 
with a Teflon insert in the first adhesive layer. The results are supported with multiphysics Finite Difference 
(FD) and Local Interaction Simulation Approach (LISA) simulations . 

2. Materials and methods 

2.1. Laser ultrasound excitation 

The physical mechanism of ultrasounds excitation by laser source depends on the excitation power [13]. 
Although the amplitudes of the propagating waves are significantly lower for the thermo-elastic region than 
due to material ablation, the non-destructive testing requirement imposes the operation below 107 W/cm2 
power density limit.  

For an isotropic material, the excitation mechanism in the thermo-elastic regime (neglecting the heat 
produced by mechanical deformation, and the second derivative of the temperature T) is described by the 
following set of coupled differential equations: 

𝑘𝑘∇2𝑇𝑇 = 𝜌𝜌𝑐𝑐𝑉𝑉𝑇̇𝑇 − 𝑞𝑞, (1) 

𝜇𝜇∇2𝒖𝒖 + (𝜆𝜆 + 𝜇𝜇)𝛁𝛁(𝛁𝛁 ∙ 𝒖𝒖) = 𝜌𝜌𝒖̈𝒖 + 𝛽𝛽𝛁𝛁T, (2) 

where 𝑘𝑘 is the thermal conductivity coefficient, T is the temperature in the material, 𝜌𝜌 is the material 
density, 𝑐𝑐𝑉𝑉  is the specific heat at constant volume, 𝑞𝑞 is the power density of the heat source created by laser 
irradiation, 𝒖𝒖 is the unknown displacement vector due to the thermoelastic effect, 𝜆𝜆 and 𝜇𝜇 are the Lame 
constants, and 𝛽𝛽 is the thermo-acoustic coupling constant related to the linear thermal expansion coefficient 
𝛼𝛼𝑇𝑇 as 𝛽𝛽 =  (3𝜆𝜆 + 2𝜇𝜇)𝛼𝛼𝑇𝑇. 

Equation (1) describes thermal conductivity and thermal expansion due to the change of temperature 𝑇𝑇, 
and (2) is a description of propagating elastic wave excited by the thermal expansion 𝛽𝛽∇𝑇𝑇. To obtain the 
elastic displacements due to thermal source, this set of the coupled equations was solved using numerical 
procedures. 

2.2. Numerical models 

Figure 1 presents diagrams of the  damage imaging problem. The inspection is performed exciting ultrasonic 
waves by laser pulse absorbed at the upper surface of the sample. To assess damage imaging both the source 
and detectors set at a given spacing are scanned over the surface.  

Numerical modeling of the wave generation process requires multiphysics approach that accounts for 
coupling of the heat transfer and the elastic wave equations. In this part of research, the elastic 
displacements generated by a laser heat source are obtained from a two-dimensional (2D) coupled 
thermoelasticity model developed using Finite Difference approach and its extension – LISA [14, 15]. LISA 
is introduced for solving the linear elastic wave equation, while FD scheme is applied to evaluate the 
temperature distributions due to a thermal source.  

Two 2-dimensional (2D) multilayered models were created. The material properties for both models 
were defined as density 𝜌𝜌 = 2700 kg/m3, Young’s modulus  𝐸𝐸 = 68.9 GPa, Poisson’s ratio 𝜈𝜈 = 0.33 for 
aluminum plates and 𝜌𝜌 =  1540 kg/m3, 𝐸𝐸 =  3.5 GPa, 𝜈𝜈 =  0.33 for epoxy bonding. 

The first model (Model 1), presented in Figure 1a was used to investigate the lateral resolution of shear-
waves based inspection approach. In contrast to elevation resolution, which remains constant regardless of 
depth and is primarily determined by the excitation beam width, lateral resolution appears to vary with the 
depth of the defect. This is due to the decreasing amplitude of reflected waves as the defect is located deeper 
below the surface. To account for different defect depths, the model was designed with two aluminum 
layers, with the top layer thickness ranging from 1 mm to 5 mm. 

 The defect in the form of a 4 mm long air gap was placed at the epoxy film. For each case, the total 
thickness of the model and the thickness of epoxy layer was equal to 6 mm and  4.2 μm respectively. To 
reduce the influence of waves reflections from the edges, the length of the model varied from 20 to 32 mm 
for different scenarios.  

In order to compare simulation results with the experiment, a model (Model 2) resembling the tested 
sample was created (Figure 1b). The 20 mm long model consisted of three aluminum layers with 
thicknesses 1 mm, 1.25 mm, and 3.5 mm, bonded with epoxy film. The defect as an air gap was introduced 
at the first interface. 
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Figure 1. Schematics of the simulated models. (a) Model 1 consisting of two aluminum plates of varying 

thicknesses, bonded with an epoxy layer. (b) Model 2 resembling the sample tested in the experiment. The 
model consisted of three bonded aluminum plates of – 1, 1.25, and 3.5 mm thicknesses. For each case, the 

defect was modeled as an 4 mm – long air gap at the first epoxy layer. 

Both models were excited with Super-Gaussian pulse of width 150 μm, duration 15 ns and energy 1 mJ 
resulting in peak power 𝑄𝑄0 ≅ 65.33 kW and peak power density of 7.84 GW/m2. After recalculations, the 
value of power density is equal to 7.84 ⋅ 105 W/cm2, which satisfies the 107 W/cm2 limit for thermoelastic 
generation provided in Sect.2.1. Spatial - 𝑓𝑓(𝑥𝑥) and temporal - 𝑔𝑔(𝑡𝑡) characteristics of laser pulse normalized 
to the maximum amplitude equal to 𝑄𝑄0 are presented in Figure 2 (a) and (b)  respectively. The width of the 
pulse and the time duration are defined as full width at half maximum (FWHM) of given characteristic [16]. 
Panel (c) of Figure 2 illustrates the spatio-temporal map of power 𝑄𝑄 distributed along the x-axis on the 
sample's surface, which was obtained as 𝑄𝑄0 × 𝑓𝑓(𝑥𝑥) × 𝑔𝑔(𝑡𝑡). 

 
Figure 2. (a) Spatial characteristic of Super-Gaussian laser pulse of the width equal to 150 μm indicated as 
full width at half maximum (FWHM). (b) Temporal characteristic of laser beam of duration equal to 15 ns 
defined as the FWHM of the Gaussian pulse. (c) The spatio-temporal map of power 𝑄𝑄 distributed along the 

x-axis on the sample's surface. 

The simulation parameters – time and space discretization – were chosen as 𝑑𝑑𝑑𝑑 = 1 ns and  
𝑑𝑑𝑑𝑑 ≅ 8.33 μm, to ensure the Courant-Friedrich-Lewy (CFL) stability condition. The model was uniformly 
sampled at both directions, thus 𝑑𝑑𝑑𝑑 was equal to 𝑑𝑑𝑑𝑑. For both models, a laser pulse was applied at the top 
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surface and a set of simulations for multiple positions of the excitation-detector pair along the horizontal 
axis was performed. The source-receiver distance was adjusted for each scenario to maximize the amplitude 
of reflected shear wave, according to the optimization provided in [12]. Out-of-plane velocity signals were 
collected to obtain B-scan images presented in Sect. 3.1. 

2.3. Experimental setup 

Experiments were performed using a non-contact system (Figure 3) consisting of a diode-pumped laser for 
excitation and a fiber-optic Sagnac interferometer for detection [17, 18]. The involvement of optical devices 
allowed for all-optical measurements, thus, the acquisition was performed without any contact with the 
specimen under test. Pulses from a diode-pumped nanosecond laser were firstly reflected from the mirror, 
as presented in panel (a) of Figure 3 and then focused using the lens to form a thin excitation line on the 
sample surface. The laser pulse energy was approximately 1 mJ to remain in thermoelastic regime and 
ensure the integrity of the material. 

A plate consisting of three aluminum layers – 1, 1.25, and 3.5 mm-thick, bonded using epoxy film, was 
inspected. The damage was introduced to the structure by placing a 15×15 mm Teflon insert at the first 
interface during the manufacturing process.  

 
Figure 3. (a) Schematic of laser ultrasound inspection system. (b) Top view for laser beams alignment. 

Figure 3(b) illustrates the top view for laser beams alignment. The laser source was about 150 μm width 
and 7 mm length and the detector spot was 20 μm in diameter. To maximize the amplitude of defect-
reflected shear waves, the source-receiver distance 𝑑𝑑 was set to 2 mm, according to the analysis provided 
in [12]. The source-receiver pair remained unmoved during the measurement, since their stability is crucial 
for data interpretation. Hence, the scanning was performed by the translation stage supporting the sample, 
which enabled the movement in XY-plane.  

The area of 25×25 mm was scanned with the scanning resolution of 0.02 mm, resulting in 1250×1250 
mesh of points. For each point, the time signals (A-scans) were acquired.  A series of A-scans collected along 
a line is compiled to form a B-scan. The B-scan image, presented in Figure 4a, was initially pre-processed 
using spatial filtration. Although slight differences between the time signals in the damaged and undamaged 
regions can be observed in panel (b) of Figure 4, the strong dominance of surface waves combined with  
a low signal-to-noise ratio (SNR) hinders accurate damage detection.  
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Figure 4. (a) A pre-processed B-scan obtained from scanning along x axis. (b) Exemplary time signals 
acquired at 𝑥𝑥 = 12 mm, from damaged (red) and at 𝑥𝑥 = 21 mm, from undamaged (dashed black) area. 

3. Results 

3.1. Resolution study 

The signals collected from the simulation of pristine Model 1 were subtracted from the damage ones. The 
separated shear waves can be observed in resulting B-scan (Figure 5a). To obtain the edge profile (Figure 
5b) a cross-section of the B-scan at time-of-flight (TOF) corresponding to the maximum amplitude of the 
shear wave reflection was performed. Then a sigmoid function 𝐶𝐶 given as: 

𝐶𝐶(𝑥𝑥) = a ⋅ �1 −
1

1 + exp�−𝑏𝑏 ∙ (𝑥𝑥 − 𝑐𝑐)�
� (3) 

was fitted to the amplitude profile and the resolution was obtained using the full width at half amplitude of 
the derived function 𝐶𝐶 [19]. The estimation was carried out for each simulated defect location, ranging from 
1 mm to 5 mm in 0.5 mm increments. For clarity, only five of the nine resulting images are shown  
in Figure 6 (a)-(e). The obtained depth-resolution dependence is illustrated in Figure 6f.  
It is observed that the method’s resolution decays with depth. The trend remains approximately linear 
across most of the range. However, at the 4 mm defect depth, a distinct artifact appears in the simulated B-
scan.  This anomaly could result from multiple reflections involving the mode-converted S-L wave [12]. 

 
Figure 5. (a) B-scan obtained as the envelope of the difference between out-of-plane signals for pristine 
and damage cases, for air gap location depth equal to 1mm. A green dashed line indicates the maximum 

amplitude of the reflected shear wave. Reproduced from [12]. (b) One-dimensional edge profile obtained 
as the cross-section of the B-scan from panel (a) at time corresponding to the maximum amplitude of the 

shear wave reflection. 
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Figure 6. Panels (a) – (e): One-dimensional edge profiles obtained as the cross-section of the B-scans at 
time corresponding to the maximum amplitude of the shear wave reflection with sigmoid fitting and its 

derivative for models with defect depth ranging from 1 mm to 5mm.  
Panel (f): Resolution as a function of defect depth – reproduced from [12]. 
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3.2. Experimental evaluation 
 

For experimental evaluation of resolution study presented above, the simulation and experimental data 
were compared. The data collected from bonded aluminum sample was used — the experiment and 
specimen parameters are detailed in Sect. 2.3. 

In order to prepare the image comparable to the simulation one, the subtraction was performed. The 
reference B-scan, shown in Figure 7a, was obtained through the averaging of measurements from the 
undamaged area. Then the pristine image was subtracted from the pre-processed acquired data, presented 
previously in Figure 4a. The resulting B-scan revealing damage-reflected wave modes is illustrated in Figure 7b. 

 
Figure 7. (a) Reference B-scan averaged over undamaged part of the specimen. (b)  B-scan obtained after 

subtraction of reference in panel (a) from pre-processed image presented in Figure 4a. 

The full dataset collected from scanning the 25×25 mm area of the specimen was processed using 
reference subtraction. This approach enabled the generation of C-scan images showing the defect located  
1 mm beneath the surface, as illustrated in Figure 8. Panel (a) presents a C-scan based on signal amplitudes 
at a TOF of 0.95 μs, corresponding to the shear wave (S-S) reflection from the first bonding layer. In contrast, 
panel (b) uses an arbitrarily chosen TOF of 1.25 μs. As expected, optimizing the time-of-flight to match the 
peak amplitude of the S-S wave results in improved image quality and enhanced signal-to-noise ratio. 

 
Figure 8. C-scan in tested sample using 3D data for (a) 𝑇𝑇𝑇𝑇𝑇𝑇 = 0.95 μs corresponding to the S-S wave 
arrive from the defective region and (b) arbitrarily selected 𝑇𝑇𝑇𝑇𝑇𝑇 = 1.25 μs, presenting lower SNR. 

The simulation data was obtained with Model 2, detailed in Sect. 2.2. A set of simulations resembling 
experimental scanning were performed and the collected data resulted in a B-scan. The signals were initially 
lowpass-filtered with a cut-off frequency of 9 MHz. The filtration allowed to suppress the wave modes that 
could not be observed in experimental data due to the limitations of measurement equipment. Otherwise, 
the high-frequency components could affect the results so that the simulation and experimental data were 
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not comparable. Then, the pristine model (without a defect induced) was simulated using the same 
configuration and the results were low-pass filtered. Analogously, the difference between signals from a 
pristine model and the damage ones was calculated.  

The B-scans, generated as the envelope of the difference between out-of-plane signals from the damaged 
and reference cases, are shown in Figure 9 (a) and (c). These scans reveal the shear wave reflected from the 
defect, indicated by a green dashed line. The corresponding edge profiles—taken as cross-sections along 
the time line of maximum amplitude—are presented in panels (b) and (b) for the simulation and the 
experiment, respectively. 

 
Figure 9.  B-scans obtained as the envelope of the difference between out-of-plane reference signals and 
damaged ones for data collected from simulation of Model 2 (a), and experimental data (c). Green dashed 

lines indicate the maximum amplitude of the reflected shear wave. Panels (b) and (d) presents edge 
profiles obtained as the cross-section of the B-scans at time corresponding to the maximum amplitude 

with sigmoid fitting for simulation and experiment cases respectively. 

The resolution estimated using the procedure proposed in this paper equals 0.83 mm for the simulation 
and 0.88 mm for the experiment. The minimal mismatch between values indicates that the presented 
method for resolution evaluation using simulation data is reliable. The value of resolution for the defect 
depth equal to 1 mm was estimated in method’s resolution study in Sect. 3.1 as 0.77 mm. The inconsistency 
of values obtained for simulations — 0.77 mm and 0.83 mm — could be caused by the difference in models. 
The waves modes reflected from the second epoxy layer in Model 2 probably disturb the results. It indicates 
that the method’s resolution study gives only the rough view on how the resolution changes with depth. In 
order to obtain more accurate values, the resolution study should be performed for each individual case. 

4. Conclusions 

As presented in our previous studies the inspection of multilayered aluminum structures can be effectively 
performed using an all-optical laser ultrasound system. Since longitudinal waves are not efficiently 
generated in metals under thermo-elastic excitation, shear waves can be effectively utilized. Since these 
wave are excited at an oblique angle, careful analyses are needed to optimize the setup, develop post 
processing algorithms as well as interpret the final results.  
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In this paper, a dedicated resolution study of LU-based bonded-metallic inspection was presented. 
Numerical modeling played a key role in the evaluation of the method’s resolution. Finite-Difference (FD) 
simulations, along with the Local Interaction Simulation Approach (LISA), were essential for predicting 
wave propagation and estimating resolution limits.  

The analysis, supported by both simulations and experiments, revealed that lateral resolution decreases 
almost linearly with increasing defect depth. The consistency between simulated and experimental 
resolution values confirms the accuracy and applicability of the proposed approach. The work presented in 
this paper considered 2D problem in the plane at which the source-receivers were located. Additional study 
is required, however, to evaluate the third dimension and provide the comprehensive data on the entire 
imaging system.  
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